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1. Introduction

The method of surface nuclear magnetic resonance
(SNMR) is a relatively new geophysical technique that
565/$ - see front matter � 2008 Elsevier B.V. All rights reserved.
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exploits the NMR-phenomenon for a quantitative determi-
nation of the sub-surface distribution of hydrogen protons,
i.e. water molecules of groundwater resources, by non-
intrusive means. The idea to employ NMR techniques
within the Earth’s magnetic field to derive sub-surface
water contents was first proposed by Varian [1]. It was
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not until the late 1970s that a group of Russian scientists
took up the idea and developed the first field-ready proto-
type of surface NMR equipment in the 1980s. It allowed
for the first time the recording of NMR signals from
groundwater at considerable depths in the Earth [2–4].
Numerous field applications with the Russian Hydro-
scope-equipment encouraged the ongoing technical devel-
opments for about a decade [5–7]. They were supported
by several studies on the modeling, inversion and process-
ing of surface NMR data [8–10]. Surface NMR became
better known to western scientists when the first commer-
cial equipment was launched by Iris Instruments (France)
in 1996. A few groups worldwide actively pursued the fun-
damental research and applications of surface NMR. Over
the past decade the continuous progress and experience has
been reported at periodic international workshops (Berlin
1999, Orleans 2003, Madrid 2006), and followed-up pub-
lishing special issues of peer reviewed journals devoted to
surface NMR [11,12]. Continuous technical development
of surface NMR measurements has been carried out and,
recently, two new suites of surface NMR hardware have
been made commercially available [13,14]. The new systems
extend the available technical possibilities towards
improved noise mitigation schemes and multi-channel
recording.

Major advances in the development of surface NMR
were triggered by a revision of the fundamental equations
proposed by Weichman et al. [15,16]. The improved formu-
lation allows the correct calculation of complex-valued sig-
nals of measurements on conductive ground [17] and the
calculation of surface NMR signals with separated trans-
mitter and receiver loops. The latter feature has been stud-
ied in detail by Hertrich and co-workers [18,19] which
revealed that a series of measurements at multiple offsets
along a profile provides sufficient sensitivity to allow for
high resolution tomographic inversion. A fast and efficient
tomographic inversion scheme has been developed that
provides the correct imaging of 2-D sub-surface structures
from a series of surface measurements [20].

Various geophysical techniques, like geoelectrics, elec-
tromagnetics, georadar and seismics, are routinely used in
a structural mapping sense in hydrogeology, to delineate
bedrock and sometimes determine depth of the water table
and other major geological boundaries. But surface NMR
is the only technique that allows a quantitative determina-
tion of the actual water content distribution in the sub-sur-
face. Near surface aquifers are the major source of drinking
water worldwide. Additionally, these aquifers might be
substantially affected by cultural pollution, mismanage-
ment and natural retreat in the ongoing climate change.
But also in many other environmental problems groundwa-
ter plays a key role. Examples are unstable permafrost and
hill-slope stability in the progressive global warming or
dynamics of glaciers and ice-sheets. For those issues sur-
face NMR may provide essential information in high reso-
lution imaging of the sub-surface water content
distribution and monitoring of groundwater dynamics.
In conventional NMR applications (e.g. spectroscopy,
medical imaging, non-destructive material testing) the exci-
tation of the spin magnetization is in most cases induced
and recorded by uniform secondary magnetic fields such
that the recorded signal amplitude can be calibrated by
samples of known spin density and the experiment can be
designed such that perfectly controlled flip angles are
obtained. By contrast, in surface NMR none of these
requirements can be met and the amplitude of the recorded
signal has to be quantitatively derived for non-uniform
fields and the resulting arbitrary flip angles. Therefore, in
this review article, a comprehensive derivation of the sur-
face NMR signal is given and the formulations of the prob-
lem for 1-D and 2-D conditions are presented. State-of-the-
art inversion techniques are needed to derive sub-surface
models of water content distribution from measured field
data state-of-the-art inversion techniques are needed and
are applied with appropriate estimates of the reliability of
those models given. The observed NMR relaxation times
may in general provide additional information about the
aquifer properties by their dependency on the pore space
geometry, but their determination and interpretation are
somewhat limited compared to conventional laboratory
NMR techniques. A short account is given on possible
schemes of relaxation time determination and future direc-
tions of surface NMR research. Since measured surface
NMR signals substantially depend on the local settings of
the Earth’s magnetic field and the sub-surface resistivity
distribution, the dependency on these parameters is
described and their variability throughout the Earth is
shown and accounted for in terms of likely response. As
an example of state-of-the-art surface NMR measure-
ments, the inversion and interpretation of a real data set
from a well-investigated test site is presented.

2. Surface NMR measurements

2.1. Basic principle

Exploration for groundwater using NMR techniques
takes advantage of the spin magnetic moment of protons,
i.e. the hydrogen atoms of water molecules. In a zero exter-
nal magnetic field environment, the spin magnetic moment
vectors are randomly oriented. In the presence of an
applied static magnetic field, the vectors precess about
the magnetic field and at thermal equilibrium between the
water molecules, the distribution of spin magnetic moment
vectors has an alignment that results in a small net mag-
netic moment along the field direction (i.e. a longitudinal
magnetic moment; Fig. 1a). Within the Earth, the spin
magnetic moment vectors precess around the Earth’s mag-
netic field B0 at the Larmor frequency xL ¼ �cp j B0 j,
where the gyromagnetic ratio cp ¼ 0:26752� 10�9 s�1 T�1.
Worldwide values for j B0 j vary between 25,000 nT around
the equator and 65,000 nT at high latitudes, resulting in
Larmor frequencies of 0.9–3.0 kHz, i.e. signals in the
audio-frequency range. In surface NMR, an alternating
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Fig. 1. Simplified sketches showing the principle of surface NMR in groundwater exploration. (a) A small percent of the protons are aligned with the
Earth’s magnetic field B0. (b) A small percent of the protons in an excited state. (c) Protons decaying (relaxing) back to their undisturbed state. The pulse
moment ‘‘controls” the maximum penetration depth. The initial amplitude of the electromagnetic signal after the magnetic field has been turned off is
heavily influenced by the water volume, and the shape of the decay curve provides information on the pore sizes. Modified from Ref. [50].
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current IðtÞ is passed through the transmitter loop for a
period of sp � 40 ms, generating a highly inhomogeneous
magnetic field B1 throughout the sub-surface. The energy
induced in the sub-surface is given by the moment of the
integral

q ¼
Z sp

t¼0

IðtÞt dt; ð1Þ

which gives for a rectangular envelope of the pulse of con-
stant IðtÞ ¼ I0

q ¼ I0sp: ð2Þ

Hence, the total energy emitted by the transmission pulse
q is called the pulse moment. The component of B1 perpendic-
ular to B0 imposes a torque on the precessing protons that
causes them to tilt away from B0 (Fig. 1b). This results in a
reduced or zero net spin magnetization parallel to B0 and
an enhanced net spin magnetization perpendicular to it.
Upon switching off the current that generates B1, the parallel
(or longitudinal) and perpendicular (or transverse) compo-
nents of spin magnetization relax exponentially to their ori-
ginal states (Fig. 1c). The precession of the decaying
transverse component generates a small but perceptible mac-
roscopic alternating magnetic field that can be detected and
measured by the same or a second Faraday loop of wire (the
receiver loop) deployed at the surface.

For a single transmission with a fixed pulse moment q,
spins in certain regions in the sub-surface are tilted from
their equilibrium orientation. Increasing q increases the
sub-surface volume within which spins are tilted. Further-
more, spins exposed to relatively strong fields, i.e. close
to the loop, are tilted by large amounts, such that they
may go through multiple revolutions. In a highly inhomo-
geneous secondary field the spins that experience multiple
revolutions loose coherence and their effects mutually can-
cel out. Hence, increasing q leads at one hand to a larger
volume of investigation and on the other hand to a mask-
ing of NMR signals in strong fields close to the loop. By
choosing a suitable series of q values, the water content dis-
tribution can be reliably determined for relatively large
sub-surface volumes.

During each measurement, the exponentially decaying
signal is recorded (Fig. 2, black lines). Single- or multi-
exponential decay curves are fitted to the recorded time ser-
ies (Fig. 2, green lines), which allows the derivation of ini-
tial amplitudes V 0, FID relaxation constants T �2 and phase
lags, f, relative to the current in the transmitter [9]. The ini-
tial amplitudes V i are linked quantitatively to the trans-
verse magnetization acquired by the tipping pulse and the
number of protons (i.e. water molecules) in the investigated
sub-surface volume. From the different time series at
increasing q, amplitudes of the complete suite of measure-
ments (red line in Fig. 2) can be used to estimate sub-sur-
face water content.
2.2. The surface NMR signal

The surface NMR signal, induced and recorded by the
surface loops, is the superposition of signals from all indi-
vidual proton spins in the sub-surface. After making the
measurements, it is necessary to invert the data in terms
of the distribution of spins (i.e. water content). Inversion
of the data requires formulations that relate the inducing
electromagnetic fields to the NMR-phenomenon. It is par-
ticularly important to account for the highly inhomoge-
neous electromagnetic fields in the sub-surface created by
the surface loops.1 Their orientation and complex field
amplitudes throughout the sub-surface depend naturally
on the size and shape of the surface loop and distance from
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the loop but also on the electrical conductivity and mag-
netic susceptibility distribution of the ground. Within the
investigation volume, the fields may (i) vary over orders
of magnitude, (ii) be oriented in all directions and (iii) be
affected by electromagnetic induction in conductive
ground. The latter causes attenuation and elliptical polari-
zation [21] that affects the NMR-phenomenon stronger
than the induction-related attenuation. Since the quantita-
tive computation of NMR signal amplitudes in non-homo-
geneous fields is rarely done (if ever) for conventional
NMR applications the derivation is given below.

In its most general form, the surface NMR voltage V ðtÞ
is given by:

V ðtÞ ¼ �
Z

d3r

Z 1

0

dt0BRðr; t0Þ �
oM

ot
ðr; t � t0Þ; ð3Þ

where, BR is a virtual magnetic field caused by passing a
unit current through the receiver loop and M is the nuclear
magnetization after excitation. The inner integral is the
convolution of the temporal variation of spin magnetiza-
tion with the receiver field as a function of position r. This
represents the contribution of spin magnetization at r to
the total signal. The outer integral is the volume integral
over the entire population of contributing spins. Both, BR

and M are functions of the time-dependent electromagnetic
fields of the surface loops BðtÞ, acting at r.
2.2.1. The magnetic fields

To evaluate the integral in Eq. (3), analytic expressions
for the interaction of the spins with loop fields BT;R, gener-
ated by the transmitter and receiver, respectively, have to
be derived. Because spins only absorb and emit energy at
the Larmor frequency xL, only this frequency needs to be
considered in the computations. Hence, for a more conve-
nient notation, the frequency dependency of the loop mag-
netic fields and their components as they enter the
mathematical description of the surface NMR signal is
dropped subsequently.

Of the electromagnetic field BT;Rðr; tÞ generated (in real-
ity or virtually) by the surface loops at r, only the compo-
nent perpendicular to the local magnetic field of the Earth,
B?T;RðrÞ interacts with the spin system, where

B?T;Rðr; tÞ ¼ BT;Rðr; tÞ � ðb0 � BT;Rðr; tÞÞb0: ð4Þ

In the following, bT;RðrÞ; b?T;RðrÞ denote the static unit
vectors of the time-dependent fields BT;Rðr; tÞ;B?T;Rðr; tÞ,
i.e. the unit vectors of the major axis of the polarization
ellipse, and b0 denotes the unit vector of B0.

For an elliptically polarized excitation field, which is the
general case in conductive media, its perpendicular projec-
tion B? is also elliptically polarized unless B0 lies in the
plane of B. The projected elliptical field, determined by
Eq. (4), can be decomposed into two circular rotating parts
that spin clockwise and counterclockwise relative to the
spin precession as follows:

B?T;Rðr; tÞ ¼ BþT;Rðr; tÞ þ B�T;Rðr; tÞ

¼ aT;RðrÞb?T;RðrÞ cosðxLt � fT;RðrÞÞ þ bT;RðrÞb0

�

�b?T;RðrÞ sinðxLt � fT;RðrÞÞ
�
; ð5Þ

where BþT;R and B�T;R are the circularly polarized co- and
counter-rotating components of the elliptically polarized
vector B?T;R, a and b are the major and minor axes of the



2 As for all other parameters BRðr;xÞ acts only at xL, the frequency is
dropped for a more convenient notation.
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ellipse and f is chosen in such a way, that a and b are real.
Bþ and B� can be written as

B�T;Rðr; tÞ ¼
1

2
ðaT;RðrÞ � bT;RðrÞÞ b?T;RðrÞ cosðxLt � fT;RðrÞÞ

�

�b0 � b?T;RðrÞ sinðxLt � fT;RðrÞÞ
�
; ð6Þ

where

j B�T;Rðr; tÞ j¼
1

2
½aT;RðrÞ � bT;RðrÞ	 ð7Þ

and the complex unit vectors

b�T;Rðr; tÞ¼
B�T;Rðr; tÞ
jB�T;Rðr; tÞ j

ð8Þ

¼ b?T;RðrÞcosðxLt� fT;RðrÞÞ
�b0�b?T;RðrÞsinðxLt� fT;RðrÞÞ ð9Þ

¼ 1

2
½b?T;RðrÞ� ib0�b?T;RðrÞ	e�iðxLt�fT;RðrÞÞ þ c:c:; ð10Þ

where c.c. is the complex conjugate of the preceding
expression.

2.2.2. The vector spin magnetization

For spin ensembles that generate a macroscopic magne-
tization MðrÞ, only an excitational force of a monochro-
matic field in direction b?T ðrÞ will force it on a
precessional motion in the plane spanned by the vectors
b?T ðrÞ and b0 � b?T ðrÞ. Its oscillation can be described in
terms of its spatial components as

Mðr; tÞ ¼ MðrÞ MkðrÞb0 þM?ðrÞ b?T ðrÞ sinðxLt � fTðrÞÞ
��

þb0 � b?T ðrÞ cosðxLt � fTðrÞÞ
��
; ð11Þ

where MðrÞ is the spin magnetization at location r, and Mk
and M? the components of the magnetic moment oriented
in the directions of the static field B0 and perpendicular to
it, respectively. Only M? oscillates and, consequently, emits
an electromagnetic signal. The time derivative of Mðr; tÞ in
Eq. (3) is

otMðr; tÞ ¼ xLMðrÞM?ðrÞ � ½b?T ðrÞ cosðxLt � fTðrÞÞ
� b0 � b?T ðrÞ sinðxLt � fTðrÞÞ	: ð12Þ

Clearly, only the term in brackets of the second line of Eq.
(12) contributes. The expression in the brackets of Eq. (12)
is the unit co-rotating part of the transmitter field in Eq.
(9). Hence, Eq. (12) simplifies to

otMðr; tÞ ¼ xLMðrÞM?ðrÞbþT ðr; tÞ: ð13Þ

This explicitly demonstrates that the spin magnetization
Mðr; tÞ, created by the co-rotating part of the tipping pulse,
oscillates in a fixed direction and with fixed phase relative
to the transmitter field.

2.2.3. The NMR signal for surface loops

With the expressions for the magnetic field components
and the spin magnetization, the expression for the surface
NMR signal can now be quantitatively evaluated. Substi-
tuting Eq. (13) into Eq. (3) and including the spatial aspects
yields

V ðtÞ ¼ �xL

Z
d3rMðrÞM?ðrÞ

Z 1

0

dt0BRðr; t0ÞbþT ðr; t � t0Þ:

ð14Þ

By substituting the complex expression for bþT ðr; tÞ from
Eq. (10), Eq. (14) becomes

V ðtÞ ¼ �xL

Z
d3rMðrÞM?ðrÞ

Z 1

0

dt0BRðr; t0Þ

� 1

2
ðb?T ðrÞ � ib0 � b?T ðrÞÞe�iðxLðt�t0Þ�fTðrÞÞ þ c:c:
� �

:

ð15Þ

Rewriting the exponential expression e�iðxLðt�t0Þ�fTðrÞÞ as
e�ixLteixLt0eifTðrÞ, Eq. (15) can be rearranged to

V ðtÞ ¼ � 1

2
xL

Z
d3rMðrÞM?ðrÞ

�
�	

eifTðrÞðb?T ðrÞ � ib0 � b?T ðrÞÞe�iðxLtÞ

�
Z 1

0

dt0BRðr; t0ÞeixLt0


þ c:c:

�
: ð16Þ

The integral in the third line simply represents a Fourier-
integral that transforms the causal time-dependent field
amplitude BRðr; t0Þ into a frequency dependent one
BRðrÞ,2 so that the expression can be changed into

V ðtÞ ¼ � 1

2
xL

Z
d3rMðrÞM?ðrÞ � eifTðrÞ½b?T ðrÞ � ib0

� b?T ðrÞ	e�iðxLtÞ � ðBRðr; tÞ þ c:c:Þ: ð17Þ

The vector BR is multiplied by the static unit vectors b?T and
b0 � b?T in the plane normal to B0, so that all components
of BR parallel to B0 vanish and only the perpendicular com-
ponent of BR is physically meaningful. Thus, BR can be
conveniently replaced by B?R. Using the relationships pro-
vided by Eq. (5), Eq. (17) becomes

V ðtÞ ¼ � 1

2
xL

Z
d3rMðrÞM?ðrÞ

� eifTðrÞ½b?T ðrÞ � ib0 � b?T ðrÞ	e�iðxLtÞ�
�eifRðrÞ½aRðrÞb?RðrÞ þ ibRðrÞb0 � b?RðrÞ	 þ c:c:

�
: ð18Þ

Commonly the positive envelope of the signal is determined,
digitally or by hardware filters [9]. This results in the effect of
the Larmor frequency oscillations being removed, such that
the signal simplifies to its real and imaginary envelopes:

V 0 ¼ �xL

Z
d3rMðrÞM?ðrÞ

� eifTðrÞ½b?T ðrÞ � ib0 � b?T ðrÞ	
� eifRðrÞ½aRðrÞb?RðrÞ þ ibRðrÞb0 � b?RðrÞ	: ð19Þ
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By carrying out the multiplications and rearranging, Eq.
(19) can be rewritten as

V 0 ¼ �xL

Z
d3rMðrÞM?ðrÞ � ½aRðrÞ þ bRðrÞ	 � ei½fTðrÞþfRðrÞ	

� ½b?RðrÞ � b?T ðrÞ þ ib0 � b?RðrÞ � b?T ðrÞ	: ð20Þ

Here, M? can be expressed by the approximation for the
spin perturbation [22]

M? ¼ sinðHTÞ ¼ sinð�cq j BþT ðrÞ jÞ; ð21Þ

where HT denotes the spin tipping angle. The tipping angle
is determined by the spin nutation sinð�c j BþT jÞ, scaled by
the pulse moment q.

The expression in brackets in the second line of Eq. (20)
is the absolute value of the counter-rotating part of the
receiver field in Eq. (7). Furthermore, the magnetization
MðrÞ is the spin magnetization of the investigated water
protons, which can be represented as the product of the
specific magnetization of hydrogen protons M0 and the
water content f ðrÞ
MðrÞ ¼ 2M0f ðrÞ: ð22Þ

The factor of two arises from the chemistry of the water
molecule containing two hydrogen protons. Substituting
the identities from Eqs. (21) and (22) into Eq. (20) yields
the formulation of the surface NMR initial amplitudes as
introduced by Weichman et al. [16]:

V 0ðqÞ ¼ 2xLM0

Z
d3rf ðrÞ sinð�cq j BþT ðrÞ jÞ

� j B�Rðr; tÞ j �ei½fTðrÞþfRðrÞ	 � ½b?RðrÞ � b?T ðrÞ
þ ib0 � b?RðrÞ � b?T ðrÞ	: ð23Þ
2.2.4. Isolating the integral kernel

The general forward functional of Eq. (23), can be
expressed as an integral with the water content distribution
f ðrÞ as the dependent parameter and a general data kernel
Kðq; rÞ:

V 0ðqÞ ¼
Z

Kðq; rÞf ðrÞdr; ð24Þ

with

Kðq; rÞ ¼ 2xLM0 sinð�cq j BþT ðrÞ jÞ� j B�RðrÞ j �ei½fTðrÞþfRðrÞ	

� ½b?RðrÞ � b?T ðrÞ þ ib0 � b?RðrÞ � b?T ðrÞ	: ð25Þ

This data kernel contains measurement-configuration-
dependent information (e.g. loop configuration), the mag-
nitude and inclination of the local Earth magnetic field,
pulse moment series, sub-surface resistivity distribution
(contained in BT;R) and the various physical constants. It
is calculated for each measurement configuration and pulse
series. The spatial distributions of the electromagnetic
fields generated and received by the surface loops are calcu-
lated for conducting ground using Debye potentials in the
spatial wave-number domain and then transferred to the
space domain (e.g. [23]). The sub-surface resistivity distri-
bution has to be known a priori and is usually assumed
to be independent of the water content distribution.

In Eq. (23), the magnetic field components of the trans-
mitter and receiver loops are represented only by their co-
and counter-rotating parts, respectively. The fact that the
counter-rotating part of the receiver field enters the equa-
tion is a consequence of the reciprocity of mutual induction
between the loop and the spin magnetization.

The three lines of Eq. (23) can be interpreted as follows:

(1) The first line contains the signal amplitude of the spin
system emitting the NMR response. It includes the
water content term f ðrÞ and the sinusoid of the tip
angle, which is determined by the pulse moment q

and the normalized amplitude of the co-rotating part
of the transmitter field.

(2) The second line describes the sensitivity of the recei-
ver loop to a signal in the sub-surface; it is indepen-
dent of the excitation intensity. It is a function of
the hypothetical magnetic field distribution associ-
ated with the receiver loop and phase lags caused
by electromagnetic attenuation.

(3) The final line accounts for the possible separation of
the transmitter and receiver loops. Whereas the first
two lines contain scalar quantities, this one includes
information on the vectorial evolution of the mag-
netic fields and is generally complex-valued. The
resulting phase shift, which is due to the geometry
of the entire system, is in addition to phase phenom-
ena associated with (i) excitation pulses off the Lar-
mor frequency, (ii) signal propagation in conductive
media and (iii) hardware related phases, e.g. resonant
circuits for the receiver loop.

3. Inversion of surface NMR data

Inversion techniques are required to derive models of
sub-surface water content from single or multiple surface
NMR measurements. Whereas most NMR imaging meth-
ods produce highly spatially selective data, the surface
NMR techniques is rather integrative. Each measurement
at a specific pulse moment q senses large regions of the
sub-surface at individual sensitivity. From a series of mea-
surements at varying pulse moments, that provide a suit-
able coverage, a spatially resolved water content model
can be obtained. Thus, models that explain the data in a
best-fit sense have to be determined, usually by incorporat-
ing a priori model constraints.

Inversion is not a simple turnkey operation but gener-
ally requires individually adopted processing steps which
in turn requires a basic understanding of inversion princi-
ples. The layered model, the style of model discretization,
the a priori information and the actual inversion scheme
all have a marked influence on the inversion result. Addi-
tionally, the derived models are neither exact nor unique
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within the finite measurement accuracies. In the following
the basic inverse formulations for surface NMR data are
derived and applied to 1-D and 2-D synthetic data. For
the 1-D examples, two different, but complementary
approaches are discussed in more detail.

The forward problem is given by Eqs. (23)–(25). Eq. (23)
is a common Fredholm integral equation of the first kind, a
form that is quite common in geophysical inverse methods
[24]. Evaluating the integral in Eq. (23) for a range of qi

values yields a suite of readings V i ¼ V ðqiÞ

V i ¼
Z

KiðrÞf ðrÞdr; ð26Þ

with i ¼ 1; 2; . . . ;N q the number of pulse moments for a
complete measurement. Further discretization in the space
domain allows appropriate numerical modeling methods to
be employed. By approximating the continuous water con-
tent to be piecewise constant for intervals Dr, Eq. (26)
becomes

V i 

X

KiðrjÞf ðrjÞDrj; ð27Þ

where j ¼ 1; 2; . . . ;Nr is the number of discretized spatial
elements. Values for KiðrjÞ have to be determined either
by a simple quadrature rule or by more accurate numerical
integration, depending on the size of the discretization
steps. The system of equations in Eq. (27) can be conve-
niently written in matrix notation as

V ¼ Kf; ð28Þ
with the dimensions of the matrices as follows:
V : 1� Nq, K : N q � N r and f : N r � 1.

The aim of inversion is to determine a sub-surface water
content model that explains the surface NMR measure-
ments as follows:

f ¼ K�1V: ð29Þ
This problem is ill-conditioned and ill-posed in most

cases. It cannot be solved directly.
Several schemes for solving the surface NMR inverse

problem have been published [10,25–29]. They include
approaches based on models with fixed and variable geom-
etry and different means of seeking optimum solutions (e.g.
linearized least-squares, Monte–Carlo, simulated anneal-
ing). The following schemes employ least-squares tech-
niques, which are very common in geophysics.

3.1. 1-D investigations: magnetic resonance sounding

(MRS)

In standard 1-D investigations, the sub-surface is
assumed to be horizontally stratified and the water content
to vary only with depth. Measurements are performed
using the deployment of a single loop that generates the
pulse and records the resultant NMR signal. The charac-
teristics of this measurement configuration to achieve
increasing depth penetration depth with increasing q is
the basis for the name ‘‘(depth) sounding”.
For this 1-D problem using the coincident loop configu-
ration, bTðrÞ and bRðrÞ are identical such that Eq. (23) sim-
plifies to

Kðq; rÞ ¼ �2xLM0 sinð�cq j BþðrÞ jÞ� j B�ðrÞ j �ei2fðr;xLÞ:

ð30Þ

Writing the general forward problem from Eq. (30) in
Cartesian coordinates:

V i ¼
Z 1

0

Z þ1

�1

Z þ1

�1
Kiðx; y; zÞf ðx; y; zÞdxdy dz; ð31Þ

and assuming laterally homogeneous water content

of ðxÞ
ox
¼ of ðyÞ

oy
¼ 0; ð32Þ

the data kernel Kiðx; y; zÞ can be pre-integrated in both hor-
izontal dimensions x and y to give

Ki;1DðzÞ ¼
Z þ1

�1

Z þ1

�1
Kiðx; y; zÞdxdy: ð33Þ

Thus, the forward problem to compute a series of synthetic
measurements V i from a known water content model f ðzÞ
is given by

V i ¼
Z 1

0

KiðzÞf ðzÞdz: ð34Þ

Here, the data kernel and water content are continuous
functions with depth. To determine a 1-D water content
model we review two inversion schemes: one that assumes
a large number of layers with fixed boundaries and then
determines the water content in each layer, and the other
that determines thicknesses and water contents of a few
layers.

3.1.1. Fixed geometry inversion
For fixed geometry inversions, the models are defined

by many layers with fixed (and known) boundaries. Only
the water content in each layer is allowed to vary during
the inversions. The water content distribution f is there-
fore the only dependent variable of the forward problem.
From Eq. (28), we see that for a measurement, the
surface NMR signal V is linearly related to the water
content distribution f, such that the kernel K is the sen-
sitivity or Jacobian matrix of the inverse problem. The
data functional to be minimized by least-squares analysis
is

UdðVÞ ¼
XP

i¼1

V i � Kijfi

�i

����
����
2

¼ kDðV� KfÞk2
2; ð35Þ

where misfits between the measured data V i and model-
predicted data Kijfi, based on water content estimates fi,
are weighted by their errors �i, which is equivalent to the
data weighting matrix D. As in many geophysical appli-
cations, the number of layers required to provide suffi-
cient resolution (i.e. the number of model parameters),
often exceeds the number of data points. Consequently,
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Fig. 3. Comparison of the two inversion schemes: one with fixed geometry
of numerous layers in which the water content of each layer is allowed to
vary and one with three layers in which the layer boundaries and water
content are allowed to vary. The true model (gray line in (b)) was used to
generate a synthetic data set affected by 10 nV of Gaussian noise (circles in
(a)). Inversion using the fixed-boundary approach and smoothness
constraints on the model yields a reasonable model of water content
(dashed in (b)), but with both boundaries smoothed rather than sharp and
the maximum water content of the middle layer is slightly overestimated.
Inversion for variable three layer model (dash-dotted in (b)) accurately
represents all important details of the true model. Both models fit the data
equally well.
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the system of equations is under-determined, such that
additional model constraints are required. Plausible
model constraints include demanding the model to be
simple (damping) by minimizing the Euclidean length
of the model parameters fT f, or demanding minimum
variations between adjacent model parameters (smooth-
ing) by applying Tikhonov regularization [24]. The model
functional then gives

UmðfÞ ¼ kCmfk2
2; ð36Þ

where Cm is the a priori model covariance matrix, that con-
tains the appropriate model constraint. The complete func-
tional to be minimized is given by

U ¼ Ud þ kUm ! min; ð37Þ
with k a regularization weighting factor (also known as
trade-off or damping factor).

The system of equations to be solved is linear and
could be solved in a direct fashion. Unfortunately, such
inversions may result in ridiculous results with
f > 100% or f < 0% water content estimates. To avoid
these patterns, it is necessary to apply constraints on
the range of water content. Constraining the water con-
tent in the inversion scheme by modifying the Jacobian
matrix changes the system to be slightly non-linear, thus
requiring an iterative approach. Starting from an arbi-
trary initial model, the model vector is updated during
the lth iteration by

flþ1 ¼ fl þ mlDfl; ð38Þ
where ml is the line search parameter. The model update Dfl

is determined by solving the Gauss–Newton system of
equations [30]

Dfl ¼ ðKTC�1
d Kþ kC�1

m ÞðK
TC�1

d ðV� Kfl�1Þ � kC�1
m fl�1Þ;

ð39Þ
where C�1

m ¼ CT
mCm and C�1

d ¼ DTD are the model and
data covariances. Fig. 3a shows surface NMR data for
a simple three layer model in which water content is sig-
nificantly higher in the middle layer. The true model is
shown in Fig. 3b by the gray line. To simulate realistic
conditions, 10 nV Gaussian noise (corresponding to about
5% of the simulated data with median amplitudes of some
200 nV) is added to the data. Application of the fixed
geometry inversion scheme produces the smooth model,
represented by the dashed line in Fig. 3b. Although the
principal features of the true model are reproduced by
this inversion, the smoothness constraints lead to ‘‘smear-
ing” of the layer boundaries and a slight overestimation
of the maximum water content within the second layer.
The advantages of the fixed geometry inversion scheme
is that no a priori information is required and even
complex models with an unknown number of layers or
smooth water content variations can be reliably recon-
structed. However, accurate derivations of layer bound-
aries and water contents may be systematically limited
by this approach.
3.1.2. Variable geometry inversion

The variable geometry inversion scheme is based on the
assumption that sub-surface water content can be repre-
sented by a small number of discrete boundaries and water
contents of which can be determined during the inversion
process. Such a scheme is useful if geological or other a pri-
ori information indicates that simple layered models are
appropriate representations of the sub-surface.

Assuming that three layers with water contents
f ¼ ½f1; f2; f3	T and depths z ¼ ½0; z1; z2; zmax	 are sufficient,
then Eq. (34) can be rewritten as

V i¼
Z z1

0

KiðzÞf1ðzÞdzþ
Z z2

z1

KiðzÞf2ðzÞdzþ
Z zmax

z2

KiðzÞf3ðzÞdz:

ð40Þ

The Jacobian matrix of this forward operator in respect to
the water content f is given by

Gf
ij ¼

oV i

ofj
ð41Þ

¼
Z z1

0

KiðzÞdz;
Z z2

z1

KiðzÞdz;
Z zmax

z2

KiðzÞdz
	 
T

ð42Þ

¼ ½K1i;K2i;K3i	T; ð43Þ

where K1i;K2i;K3i are rows of the Jacobian denoting the
sensitivity of the solution to the water contents in the
respective layers. Determining the Jacobian for the layer
boundaries z1; z2 yields
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Gz
ij ¼

oV i

ozj
ð44Þ

¼ ½ðf2 � f1ÞKiðz1Þ; ðf3 � f2ÞKiðz2Þ	T: ð45Þ

The total Jacobian matrix is then given by

Gij ¼ ½Gz
ij;G

f
ij	

T ð46Þ
¼ ½K1i;K2i;K3i; ðf2 � f1ÞKiðz1Þ; ðf3 � f2ÞKiðz2Þ	T: ð47Þ

For surface NMR inversion with variable boundaries, the
matrix entries for the depths are dependent on the water
contents of the respective layers. Thus, the inversion is in
general non-linear and has to be solved in an iterative fash-
ion. The inverse problem can then be written as [24]

Dfl ¼ ½GT
l C�1

d Gl þ kC�1
m 	
�g

GT
l ðV� Kfl�1Þ; ð48Þ

where Dfl is the model update for the lth iteration, C�1
m and

C�1
d are again the model and data covariances, k is the reg-

ularization factor and ðV� KfÞ are the residuals of the
measured data V and the water model fl�1 from the l � 1st
iteration. For the given inversion scheme, the number of
data points is larger than the number of model parameters.
Thus, no additional model constraints need to be applied.
However, constraint matrices Cm and/or Cd should be
implemented to avoid a badly conditioned inverse of
½GTG	 and therefore stabilize the inversion.

Application of the variable geometry inversion using
three layers to the synthetic data of Fig. 3a yields a near-per-
fect reconstruction of the true model (black dash-dotted line
in Fig. 3b), compared to the initial model (gray line).
Clearly this inversion scheme is capable of providing highly
accurate results as long as there are a limited number of dis-
crete layers and the number of layers is known beforehand.
Of course, if the number of layers is unknown and/or the
boundaries are gradational rather than sharp, the results
of applying the variable-boundary scheme will be flawed.

3.1.3. Reliability of water content estimates

The reliability of the sub-surface water content model
depends on the data quality. Usually, a range of models
can be found that explain the observed data equally well
within the measurement errors. Inversion may yield the
model with the closest fit to the data, but other models with
quite different parameters might be just as valid. In addi-
tion to determining the best-fit model, estimating its reli-
ability and evaluating model ambiguity are important
components of a surface NMR investigation.

For linear problems and for data contaminated by
Gaussian distributed noise, model uncertainty can be esti-
mated from the model covariances [31]. In surface NMR,
the inverse problem is non-linear and the measurements
can include both Gaussian noise and non-Gaussian mea-
surement errors. A powerful tool for estimating model
uncertainty in this case is the method of bootstrap resam-
pling [32], based on studentized residuals.3 Bootstrapping
3 As their name implies, studentized residuals follow Student’s t

distributions.
is the practice of estimating median values and standard
deviations of the model when measuring those properties
when sampling from an approximating distribution of the
data.

For a bootstrap analysis probability density functions
(PDF) for each data point are determined, with the data
point itself as a mean value and the residuals of the mea-
sured data and data predicted from a best-fit model as
the standard deviation. In a next step, numerous replicas
of the measured data set are then generated with random
numbers for each data point within its PDF. Thus, inver-
sion of the replicated data sets yields a suite of models that
all explain the measured data within their measurement
accuracy. Variations in the model parameters can be ana-
lyzed, thus providing the median values and the standard
deviations of model parameters.

For a more robust delineation of outliers studentized

residuals are usually employed. These are the residuals of
the measured data and data predicted from a best-fit model
weighted by their individual importance [31]. As an alter-
native, studentized residuals can be determined by repeat-
ing the inversion by the number of data points and
determine the residual of each data point with respect to
the model built after discarding this observation from the
data set.

Fig. 4 shows the result of applying a bootstrap analysis
to the simulated data of Fig. 3a. Studentized residuals
based on the best-fit model were used to generate 32 replica
data sets, which were then inverted. From the resultant
suite of models (gray lines in Fig. 4), median model param-
eters (dashed line in Fig. 4) and their standard deviations
(dash-dotted lines in Fig. 4) were computed (Table 1).

The bootstrap analysis demonstrates that the upper
boundary of the high water content layer occurs at
25:5 m� 1 m (true value 25 m), whereas the lower bound-
ary is less well resolved at 49.7 m ± 4.8 m (true value
50 m). The water contents of the three layers were deter-
Fig. 4. Results of applying a bootstrap analysis to the same data as shown
in Fig. 3. A model with variable geometry was used for the inversion.



Table 1
Results of the bootstrap analysis for the noise-contaminated three layer
data set in Fig. 4 based on 32 inversions of the resampled data

True values Median model �l Standard deviation r

f1 5% 4.8% 0.2%
f2 20% 20.1% 1.5%
f3 10% 10.1% 0.9%
z1 25 m 25.5 m 1.0 m
z2 50 m 49.7 m 4.8 m
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mined to variable degrees of accuracy with the error for the
middle layer being the highest.
3.2. 2-D investigations: magnetic resonance tomography

(MRT)

At locations where water content varies laterally, 2-D or
3-D data acquisition and inversion are required. Examples
for these structures are isolated groundwater occurrences,
called perched water lenses, or water-filled caverns or cav-
ities like Karst structures. For 2-D situations in which
water content is a function of x (profile direction) and z

(depth), but not the y-coordinate, Eq. (33) becomes

Ki;2-Dðx; zÞ ¼
Z þ1

�1
Kiðx; y; zÞdy ð49Þ
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and Eq. (34) becomes

V i ¼
Z 1

0

Z 1

�1
Kiðx; zÞf ðx; zÞdxdz: ð50Þ

Individual values are thus determined by multiplying the
2-D water content distribution with a 2-D data kernel.

To acquire information to estimate 2-D distributions
of water content requires measurements along the profile.
For this purpose, a coincident transmitter–receiver loop
can be incrementally shifted along the profile and/or
separate transmitter and receiver loops can be moved
systematically relative to each other along the profile.
Separate loop measurements provide additional spatial
sensitivity, in particular for the shallow sub-surface
[18,19].

Fig. 5 displays the effective sensitivities for a coincident
loop and three separate loop configurations for three typi-
cal pulse moments and for the sum of 16 pulse moments.
Increasing the pulse moments for coincident loops (left
column) simply increases the probed volume. By contrast,
varying the loop separation provides increased sensitivities
at shallow depth below the receiver loop. Consequently, by
acquiring data using a range of pulse moments and variable
transmitter–receiver loop separation, it is possible to
increase depth (volume) penetration and sensitivity to lat-
eral changes in the shallow sub-surface.
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High sensitivities may extend well outside of the loop
boundaries. For separate loop measurements the sensitivi-
ties are in general non-symmetric and are confined to small
volumes below the receiver loop. Additional asymmetry,
including measurements in a coincident loop configuration,
is a result of the dipping (dipolar) nature of the Earth’s
field or may be caused by induction effects that lead to
asymmetric splitting of BþT and B�R in Eq. (23) [19]. Conse-
quently, the distance and orientation of an isolated volume
of water relative to the data acquisition loops affect the
amplitude versus pulse moment curves.

Inversion of data acquired along a profile using coinci-
dent and/or separate loops along a profile yields 2-D water
models. The principles of 2-D inversion or magnetic reso-
nance tomography (MRT), are essentially the same as
those described for 1-D inversion in Section 3.1. The data
kernels for the measurements are determined by Eq. (49),
and the 2-D sub-surface models are represented by a grid
of water content values.

The influence of the perched water lens in Fig. 6 on a
series of coincident loop measurements made along a pro-
file is shown in Fig. 7. The background water content is 5%
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equal to those of the 2-D model vertically below the respective coil centers. So
synthetic measurements are not symmetric about the center of the lens; the obliq
kernel.
by volume, whereas the water content within the lens is
25%. For the four loop positions P1–P4, two series of syn-
thetic measurements are simulated: one for the true 2-D
water lens model (solid lines in Fig. 7) and one for the lat-
erally homogeneous 1-D case with layer thicknesses and
water contents equal to those of the water content model
vertically below the coil centers. For P1 and P4, the water
content beneath the coil center is uniformly 5%. However,
the loop with a radius of 24 m extends partly across the
2-D lens at these locations and is thus affected by its anom-
alous water content. At P2 and P3, the loop is entirely
across the lens. Comparison of data simulated for the sim-
plified 1-D and full 2-D models demonstrates the strong
influence of the perched water lens (Fig. 7). At P1 and
P4, synthetic data have lower amplitudes for the simplified
1-D assumption (neglecting the lens) than for the true 2-D
model. At P2 and P3, the reversed pattern are found. The
asymmetry of the simulated 2-D data is again the result
of the Earth’s magnetic field being inclined.

The result of applying the fixed geometry 1-D inversion
algorithm to the 2-D synthetic data (i.e. solid lines) of
Fig. 7 are presented in Fig. 8. Differences between the left
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and right pairs of models reflect the asymmetries in the 2-D
data. All inversion results correctly predict the 5% water
content above the lens and good estimates of the depth
of the top of the lens are provided at P2 and P3. For loop
positions P1 and P4 the inversions overestimate the volume
of water immediately below the loop center. At P2 and P3,
the depths to the lens’ lower boundary, its total water con-
tent, and water content below the lens are significantly
underestimated. From these results, we conclude that the
lateral sensitivity or footprint of the individual measure-
ment series exceeds the coil dimension.

A full 2-D tomographic inversion of the four surface
NMR measurements reproduces well the boundaries and
water content of the perched water lens (Fig. 9). None of
the inversion artifacts seen in the 1-D models are evident
in the 2-D model. The lens boundary is correctly shown
to be relatively sharp and water content within the lens
body and surroundings is accurately reconstructed. The
2-D model is practically symmetric, verifying that the
tomographic inversion scheme has properly accounted for
the asymmetry of the data caused by the inclination of
the Earth’s magnetic field. The gradual transitions at the
two ends of the reconstructed lens in Fig. 9 are a direct
result of the applied smoothing.
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4. Relaxation

In addition to supplying estimates of sub-surface water
content surface NMR relaxation properties have the poten-
tial to provide other useful groundwater-related informa-
tion. From borehole investigations of hydrocarbon
reservoir rocks, empirical relations have been derived that
relate NMR porosity and relaxation constants to hydraulic
conductivity [33,34], a crucial parameter in hydro-geologi-
cal studies. Although the range and type of data available
from surface NMR techniques are more limited than those
provided by borehole methods, the possibility of estimating
hydraulic conductivities from surface NMR data is worth
exploring.
4.1. Relaxation processes in rocks

In a bulk fluid a precessing proton transfers energy to its
surrounding. This causes the proton to relax with the time
constant T 1 into its low-energy state in which the proton
precesses around an axis parallel to B0. The relaxation of
the transverse magnetization, with the time constant T 2,
is additionally affected by diffusion. Thus, T 2 is in general
smaller than T 1, but since diffusion is of minor importance
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in homogeneous magnetic fields, T 2 approximately equals
T 1 [33–36].

If water is captured in a porous rock, additional relaxa-
tion processes take place at the pore wall and both T 1 and
T 2 are dramatically decreased. Protons close to the grain
surface encounter fast magnetic relaxation with high prob-
ability. The cause of this relaxation is the presence of
strong, highly localized magnetic fields, generated by
unpaired electrons in paramagnetic atoms such as manga-
nese and iron, which are attached to the negatively charged
grain surface in many natural settings. As water molecules
constantly diffuse through the pore space driven by Brown-
ian motion, unrelaxed spins are delivered to the surface,
while relaxed spins are moved from the surface into the
open pore space. If the self-diffusion process is fast com-
pared to the surface-induced relaxation, the overall relaxa-
tion will be averaged to a uniform mono-exponential decay
throughout the pore [37].

Naturally, the relaxation strongly depends on the pore
surface relaxivity, i.e. type and concentration of paramag-
netic ions, but also on the pore size. In general, small pores
are characterized by higher relaxation rates, i.e. shorter
relaxation times, than large ones. A rock hosting a
distribution of isolated pores of different size will exhibit
a multi-exponential decay, due to the superposition of
NMR signals in the record. In well coupled pore systems,
however, as present in unconsolidated sediments, diffusion
will transport molecules across several pores in relevant
time-scales, leading to effectively averaged relaxation con-
stants and thus to mono-exponential decay [38].

In practice, water molecules throughout the investigated
volume may also be affected by slightly different macro-
scopic and microscopic magnetic fields independent of pore
geometry, leading to slightly different Larmor frequencies
(i.e. inhomogeneous spectral broadening in nuclear mag-
netic spectroscopy). The differing Larmor frequencies cause
a substantial loss of phase coherence in the spin ensemble,
and in consequence lead to a decreased transverse decay
parameter T 2. These biased values of the transverse relaxa-
tion time decay parameter are referred to as T �2.

4.2. Acquisition of relaxation parameters

NMR receiver coils pick up the superimposed magnetic
effects of all transverse decay and dephasing mechanisms:
the so-called free induction decay (FID). For this reason
T �2 is the decay parameter most easily extracted from
NMR observations (Fig. 10a). Magnetic field gradients
causing such dephasing occur at different scales, ranging
from those from large geological or anthropogenic objects
with high susceptibility, through gradients from features
at the granular scale (e.g. from weathered hard rock), to
internal gradients at the micro-scale caused by magnetized
coating of inner pore surfaces. Such magnetic gradients
have no influence on hydraulic properties. Consequently,
FID-determined T �2 values are rarely good proxies for
host rock pore space properties and it is recommendable
to restrict oneself to T 1 and/or T 2 data when aiming for
those targets.

In laboratory and borehole investigations, T 1 and T 2 can
be determined indirectly by invoking various appropriate
sequences of pulses at the Larmor frequency, for example
the inversion recovery method [36]. Unfortunately, only
approximate estimates of T 1 can be determined for sub-sur-
face water protons with currently available surface NMR
equipment [39,40].

The determination of relaxation constants by surface
NMR is restricted by physical limitations: pulse sequences
for T 1 and T 2 determination, that are well established in
laboratory and borehole applications, are realized with
secondary fields B1, inducing tip angles of 90� and 180�.
In surface NMR B1 is highly inhomogeneous throughout
the investigated volume, making it difficult to achieve
uniform tip angles for a large ensemble of spins, and thus
preventing the use of sophisticated pulse sequences. Only
an approximate estimate of T 1 can be determined for
sub-surface water protons by applying a pseudo saturation
recovery sequence: the spin magnetization V 0, generated by
the initial electromagnetic pulse will gradually relax
towards its equilibrium state (Figs. 1 and 10a). During
the decay of the signal generated by the first pulse, a second
pulse is applied (in-phase or with arbitrary phase delay).
The spin magnetization is tilted again and a second FID-
determined V 00 is measured. Under ideal conditions, when
the first pulse is on-resonant and tips the spin vectors uni-
formly by 90�, the application of a second 90�-pulse leads
to the same results as a common saturation recovery
sequence (for the latter, see [34]). The transverse magneti-
zation is not being saturated at all during this sequence.
The longitudinal component, however, having recovered
according to T 1 between two pulses, will be mapped into
the (detectable) transverse plane by the second pulse,
whereas the decayed transversal component will be
mapped into the (non-detectable) longitudinal direction.
The signal amplitude after the second pulse will carry infor-
mation on T 1, in dependence of the delay time between the
pulses sd, obeying to V 00 ¼ ð1� expð�sd=T 1ÞÞ.

The T 1 recovery curve is then estimated from just three
points: (i) for a hypothetical pulse delay of zero the spin
transverse magnetization is assumed to be fully saturated,
i.e. V 0

0 ¼ 0, (ii) the initial amplitude V 00 at the delay time
sd, (iii) the amplitude V 0 that has been measured after a sin-
gle pulse is assumed to be equal to the asymptotic value of
the relaxation process V 10 ¼ V 0.

4.3. Observed data

Fig. 11a shows experimental data of V 00 for a range of q

values and three delay times of 380, 480 and 680 ms, respec-
tively (black, blue and red lines). V 10 is determined from
the asymptotic values at a delay time of 3600 ms (green
line). Fig. 11b shows the results of fitting exponential
curves to the various suites of recorded data. The T �2
estimates shown by dashed lines are based on three
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Fig. 11. (a) Surface NMR data recorded at the Haldensleben test site in
Germany. For a range of pulse moments q: the green curve is the
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V 00 in Fig. 10 for three different delay times sp ¼ 380, 480 and 680 ms. For
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moments q. From the upper, the solid purple line represents the best-fit T 1

values determined from the dashed lines in (a). The solid black, blue and
red lines are as for the purple line, but instead of using three different delay
times in the construction of the exponential functions, only amplitudes for
a single delay time are employed.
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independent suites of V 0 values. The solid lines are T 1 esti-
mates based on single second pulse measurements, at only
one sd each (black, blue and red lines), and estimates based
on all three pulse delays (magenta line). The T �2 values are
roughly constant at � 300 ms for all pulse moments,
whereas T 1 values vary between 600 and 900 ms over the
range of pulse moments, indicating variations in sub-sur-
face pore properties.

Several hydro-geological assessments have shown a
good correlation of surface NMR T 1-based hydraulic con-
ductivities with those determined by pumping tests [40,41].
4.4. Limitations of current schemes

Currently, only one single second pulse at a single spe-
cific delay time is employed in surface NMR. This scheme
only provides useful estimates of T 1 for mono-exponential
signals and a high signal-to-noise ratio. To better constrain
the exponential T 1 recovery curve for a multi-exponential
analysis or limited data quality a series of V 00 values must
be recorded by repetition of the scheme for several delay
times (Fig. 10).

For imperfect pulses (tilt angles others than 90�), the
transverse magnetization after the second pulse is a more
complex combination of T 1 and T 2. However, since the
major constituent of the recorded signal is induced by spins
excited at or close to 90�, a first order approximation of the
true T 1 can be made based on the acquired relaxation con-
stants. Nevertheless, to derive robust estimates of pore
properties from the surface NMR relaxation parameters,
more reliable T 1 determination schemes are required and
a better understanding of the effects of sub-surface inhomo-
geneities and resulting non-90� tipping angles is needed.
Furthermore, the basic assumption that T 1 can be calcu-
lated using a simplified saturation recovery formula is
likely to be insufficient for separate transmitter and receiver
loops. Fortunately, ongoing projects, involving more
sophisticated modeling and inversion schemes, are
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expected to yield improved determinations of T 1 in the
near-future.

5. Limitations of the surface NMR method

5.1. Influence of the Earth’s magnetic field

Significant variations in the magnitude and inclination
of the Earth’s magnetic field substantially influence the
application of surface NMR methods worldwide. Prior to
conducting a survey at any location, Larmor frequencies
and induced magnetization levels can be estimated from
the following relationships

xL ¼ �cp j B0 j; ð51Þ

M ¼j B0 j
c2�h2q0

4kT
; ð52Þ

both of which are linear functions of j B0 j. Eq. (52) is
known as Curie’s Law for the spin magnetization, with c
the gyromagnetic ratio, �h Planck’s constant, q0 the spin
density, k Boltzman’s constant and T the absolute temper-
ature in degrees Kelvin. According to Eqs. (23), (51) and
(52), the surface NMR signal scales with the square of
the Earth’s magnetic field strength j B0j2. The inclination
enters the integral equation in a more complex way. It
determines the perpendicular projection of the secondary
field on the Earth’s magnetic field direction, as it affects
both the tip angle in the sine term of Eq. (23) and the sen-
sitivity of the receiving field.

A map of estimated mean surface NMR signal response
based on the global magnetic parameters (Fig. 12a and b) is
shown in Fig. 12c. The values shown in this map are for a
standard coincident loop measurement and are relative to a
value in central Europe (B0 ¼ 48; 000 nT, inclination=65�).
Fig. 12c demonstrates that amplitudes in south America
can be as small as 25% of that in central Europe, whereas
those typical in high northern and southern latitudes can be
150% of the mid-European value.

Fig. 13a–d show the dependency of the data kernel for a
45; 000 nT Earth’s magnetic field amplitude with inclina-
tion angles ranging from 0� (equator) to 90� (poles). The
distribution of sensitivities throughout the range of pulse
moments changes significantly. For low inclinations, the
sensitivities are high at very low q values, but they decay
rapidly as q increases. By contrast, for high inclination sites
(polar regions) the sensitivities are more uniform through-
out the range of q values.

Simulated sounding curves for a 100% water content
throughout the sub-surface for magnetic inclinations 0�–
90� are displayed in Fig. 13e–h. Each figure shows graphs
for the Earth magnetic field strength ranging from 25,000
to 65,000 nT. Two important features can be observed
from the series of amplitude versus q curves:

� The amplitude of the signal versus q curves in each fig-
ure scales with increasing Earth’s field in a quadratic
fashion as predicted from Eqs. (49) and (50).
� The pattern of the curves changes with inclination. The
shape of the curves is a result of the pattern of the data
kernels from Fig. 13a–d. At low inclinations the high
sensitivities at low values of q cause a prominent peak
at corresponding low q. With increasing inclination the
more uniform data kernels lead to more uniform mod-
eled amplitude versus q curves with a less pronounced
peak at low values of q.

From Fig. 13a–d it is clear that local values of the
Earth’s magnetic field are important for expected surface
NMR signals at any site worldwide. Employing the mean
value of the amplitudes for a standard series of pulse
moments allows one to determine the possibility of obtain-
ing usable surface NMR data.

5.2. Influence of the sub-surface conductivity distribution

Electromagnetic fields generated by surface loops are, in
general, affected by induction due to the conductivity of the
ground. In earlier publications this resistivity influence has
been related to the skin depth d at the local Larmor fre-
quency [16,42]. However, the skin depth is not appropriate
for describing the induction effects in the near-field of sur-
face NMR transmitter loops, since it is defined for plane
waves incident at the Earth’s surface [23], whereas propa-
gation of the transmitted electromagnetic field in the vicin-
ity of a loop is dominated by geometric spreading.
Comprehensive modeling shows that the resistivity influ-
ence decreases with decreasing loop size, but for common
combinations of loop size in the range of 5–150 m and
ground resistivities between some few and several hundred
Xm, the resistivity influence is considerable and needs to be
taken into account [43,44].

Real and imaginary parts of the data kernels for homo-
geneous ground resistivities in the 1000–1 Xm range are
displayed in Fig. 14a–h for a 100 m-diameter loop. At high
resistivity of 1000 Xm and 100 Xm (Fig. 14a, b, e and f),
there is no significant difference, either in the real or in
the imaginary part. At a sub-surface resistivity of 10 Xm
(Fig. 14c and g) the real part of the data kernel is signifi-
cantly attenuated in amplitude and depth penetration,
while the imaginary part becomes quite large. For resistiv-
ity as low as 1 Xm (Fig. 14d and h) these effects become
even more pronounced. Data kernels are attenuated down
to about 20% in depth penetration compared to their value
at 1000 Xm; real and imaginary parts have comparable
amplitudes.

The corresponding simulated measurement curves for a
water content of 100% are shown in amplitude and phase
form in Fig. 14i–p (solid lines and circles). The simulated
measurements for purely insulative ground are shown
(dashed lines) for comparison. With decreasing resistivity,
progressively lower amplitudes and higher phase angles
are observed. At very low resistivities of 1 Xm the signal
amplitudes for pulse moments larger than 5 As are attenu-
ated down to unmeasurably small values. The resistivity
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influence on surface NMR measurements becomes even
more complex for inhomogeneous resistivity distributions
in the sub-surface, either for 1-D resistivity stratification
[45] or for 2-D or 3-D anomalous resistivity structures
[46]. Thus, a priori knowledge of the sub-surface resistivity
distribution is essential for the correct computation of the
data kernel. Incorrect assumptions on the resistivity distri-
bution can significantly affect the water content model that
is derived by inversion with an incorrect kernel [47].

The imaginary part of the surface NMR signal exhibits
interesting and complementary characteristics to the real
part. For example it normally increases with decreasing
resistivity, and generally has its maximum sensitivity at
greater depth than does the real part. Therefore, by invert-
ing complex surface NMR data involving complex kernels,
there exists the potential for providing more complete
information about the sub-surface [17].

6. Field data example

1-D surface NMR depth soundings have been acquired
at a test site approximately 70 km east of Berlin in Ger-
many. Here, the near-surface geology is represented by
Quaternary glacial sediments consisting of alluvial sands,
marls and glacial tills. At this test site the sedimentary
stratification is well known from a nearby borehole and
complementary near-surface geophysical measurements
[48]. A surface NMR measurement has been realized with
a circular coincident loop for both transmitter and receiver
with a diameter of 100 m, 1 turn, and a suite of 24 logarith-
mically spaced pulse moments ranging from 0.25 to
18.5 As. The recorded data displayed in Fig. 15 show signal
amplitudes in the range of 600–1200 nV with a maximum
at a pulse moment of about 1 As. The corresponding T �2
relaxation constants range from below 200 ms for small
pulse moments and increase up to 300 ms for larger pulse
moments. The signal phase shows a pattern that cannot
be explained by induction effects of the loop magnetic
fields. The obvious correlation with the signal-derived Lar-
mor frequency indicates that the major effect of the phase is
caused by off-resonant excitation of the proton spins and
off-resonant recording in the resonance-tuned receiver
loop. These technically induced phase shifts in the recorded
signal make the complex signal basically unusable for
inversion. The amplitude, however, is not affected by these
off-resonance effects and the subsequent assessment of
inversion schemes on this data set is based on amplitude
data alone.

Applying the fixed-boundary inversion scheme to the
data set in Fig. 15 and using the bootstrapping procedure
for assessment of the reliability of the model gives the suite
of inversions in Fig. 16a. The models indicate a shallow
aquifer from 2 m down to approximately 15 m with a water
content of around 25% above a layer of low water content
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from 15 to 30 m. At 30 m the water content rises to a sec-
ond series of two aquifers with maximum water contents of
18% and 22% at depth of 35 m and 62 m, respectively.
These aquifers are interbedded with a layer of slightly
lower water content at a depth of 45 m. Bootstrapping of
the data, based on studentized residuals as introduced in
Section 3.1.3, gives only slight variations in the series of
inverted water content models.

Using the inversion scheme of variable-boundary inver-
sion for the same data set with a model geometry derived
from the fixed-boundary inversion to have six layers yields
the inversion results in Fig. 16b. The models show a similar
sub-surface water content distribution, with three units of
high water content, enclosed within confining beds of low
water content. The six layer model exhibits some differ-
ences to the fixed-boundary model: (i) whereas the fixed-
boundary model shows a thin layer of low water content
close to the Earth’s surface, the variable-boundary model
cannot resolve this, (ii) the aquifer at 30–40 m depth in
the variable-boundary model shows significantly higher
water content than the equivalent one in the model of fixed
geometry, (iii) water contents of the confining beds are gen-
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Fig. 16. Bootstrap analysis of the data set in Fig. 15 for (a) the fixed layer
inversion scheme and (b) the variable layer inversion scheme.
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erally lower in the variable geometry model than in the
fixed-boundary one.
The bootstrapped results of the variable-boundary
model show a higher variability and consequently a higher
standard deviation than the fixed-boundary model. How-
ever, the series of bootstrapped inversion yields consistent
results indicating that the data are fitted best by the
assumed model geometry with six layers.

Results of both inversion schemes are compared in
Fig. 17. The following observations can be made: (i) the
synthetic measurements based on the two median models
of variable and fixed-boundary inversion fit the measured
data equally well, (ii) the main structures of the derived
models basically coincide within their systematic limita-
tions and show the segmentation into three individual aqui-
fers, interbedded with confining beds. The fixed-boundary
inversion, however, heavily smoothes thin layers in partic-
ular and makes a quantitative interpretation of aquifer
properties concerning boundaries and water contents
impossible. The variable-boundary inversion shows a much
sharper distinction of aquifer boundaries and allows quan-
titative estimates of aquifer water contents.

Comparison of the inversion results with the aquifer
structure (dark gray patch plots in Fig. 17b) that are
derived from the borehole logs at the right-hand side, gives
a fairly good correlation. Both inversion results delineate
the complex aquifer structure to a satisfactory degree.
The estimated water contents are in good agreement with
expected aquifer properties in these Quarternary glacial
deposits. The borehole extends down to a depth of 60 m.
At about 54 m after a loss of core material for some 2 m,
Tertiary sediments have been found that consist of well-
sorted marine sands. Hence, no significant change of aqui-
fer properties is found at this geological boundary, but the
Tertiary sediments are assumed to continue as a quite
homogeneous layer. The lower boundary of the third aqui-
fer interpreted from surface NMR inversion at a depth of
81 m is below the extent of the borehole and thus cannot
be confirmed. Additionally, the sensitivity of the surface
NMR method does not allow a reliable prediction of the
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boundaries and/or water contents at this depth. Even
though a fairly good reproduction of this boundary with
both inversion schemes is given, the existence and reliabil-
ity of this layer boundary should be treated with care.

Note that throughout the resistivity log the regions of
high water content are characterized by increased values
of resistivity, but variations are too small to be resolved
by means of surface geoelectrical or electromagnetic meth-
ods [49].

7. Summary and conclusions

This review has provided information about the various
aspects of surface NMR. In the first section the most basic
formulation is presented which reveals the complexity of
the forward functional. For the quantitative description
of the surface NMR signal the interaction of the spin sys-
tem with the non-uniform, non-perpendicular and ellipti-
cally polarized secondary field is taken into account.
Furthermore, for configurations with non-coincident trans-
mitter and receiver loops, the vectorial relation of the spin
magnetization to the these fields was considered. This
allows a complete forward functional with suitable formu-
lations for 1-D and 2-D conditions to be derived by inte-
grating the data kernel of the forward functional to the
respective dimensions. In the second section these data ker-
nels are the basis for the inversion of surface NMR mea-
surements to reconstruct models of sub-surface water
content distribution. Besides a least-squares inversion of
a model with a large number of layers and variable but
constrained water content, which is most common in geo-
physical data inversion, a novel scheme with a small num-
ber of discrete layers whose boundaries are allowed to vary
in depth is presented. Both schemes provide comparable
models. Comparing these two approaches, the variable-
boundary model gives a better quantification of the depths
of layer boundaries and estimates of layer water content
than does the model with fixed boundaries. But inversion
with such a scheme can only provide useful sub-surface
information if the variation of the water content in the
sub-surface is sharp rather than gradational, and if an esti-
mate of the number of geological units is known before-
hand. Inversion of field data is in general ambiguous.
This is particularly so in cases where there are considerable
uncertainties in the measured data, which often occurs for
the weak surface NMR signals in the presence of strong
ambient background noise. A bootstrapping scheme
applied to surface NMR inversion is introduced in Section
3. It provides a suitable tool to assess the ambiguity of the
model of water content distribution and allows the assign-
ment of confidence intervals for the shown example. In
many NMR applications the relaxation time is the major
source of information on properties of the object under
investigation. Also in NMR applied to geo-materials the
relaxation time can be a useful measure to estimate struc-
tural parameters, but determination of the sub-surface dis-
tribution of the relaxation constants is physically limited
and technically challenging for surface NMR. In Section
4 the available techniques used for surface NMR are
explained. It is demonstrated that in sedimentary environ-
ments the most easily accessible relaxation time T �2 is rarely
a valuable measure for host rock properties. In any case
quantitative formulations for the derivation of T 1 relaxa-
tion from surface NMR measurements are not yet avail-
able. The two inversion schemes and the bootstrapping
techniques are applied to a real data example in Section
6. From both inversion schemes a consistent model of
1-D aquifer stratification is obtained. The comparison to
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borehole data from a nearby research drill-hole shows the
capability and almost unique potential of the surface
NMR technique in resolving discrete water-bearing zones.
A model of similar spatial resolution of the water content
distribution can only be interpreted by the combination
of a series of borehole measurements, but can definitely
not be obtained by any other surface geophysical
technique.

The development of surface NMR has undergone a
rapid progress over the last two decades. Nowadays it
has reached a mature phase in terms of available hardware,
theoretical description of the forward functional and
advanced inversion techniques. However, major topics
for further research lie in (i) forward calculation of the loop
magnetic fields in more complex environments such as var-
ied topography or spatially complex resistivity distribution
within the sub-surface; (ii) the quantitatively more precise
formulation of the spin dynamics in the weak magnetic
field of the Earth and the non-uniform loop fields and
(iii) establishing reliable correlations of surface NMR
determined relaxation times and hydro-geological parame-
ters. A major drawback of applying surface NMR to
groundwater studies is the presence of background noise.
Typical signal amplitudes of surface NMR measurements
are very weak and cannot be easily increased relative to
the ambient noise level by technical means. Hence, surface
NMR measurements are nowadays not feasible in many
environments. Ongoing research by several groups world-
wide, aimed at understanding, describing and recording
surface NMR signals offers promise of further improve-
ment. However, restriction to low noise environments will
probably be the major issue and pose the greatest challenge
to widespread acceptance of this promising technique in
the near-future.
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